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(N DISCLAIMER €Y

This presentation contains examples of offensive language;

they do not represent my views.




Hate speech detection




41%

of women
L self-censored themselves
on social media

of which

O
4 /) stopped

using their phone













You go b*tch!!




You go b*tch!!

Porca p*ttana!










You go b*tch!!

Porca p*ttana!

A r*tarded could
have done that ®




SRR

You go b*tch!!

Porca p*ttana!

Hate Speech
detection model A rtarded could

have done that ®




You go b*tch!!

Hate Speech
detection model

A r*tarded could
have done that ®




Hate Speech
detection model | ‘

FAIRNESS LANGUAGE- CONTEXT-
UNIVERSAL UNIVERSAL




@
/ PRETRAINED MODEL-LEVEL M‘ >

Hate Speech

. \ o

FFAIRNESS




/ PRETRAINED MODEL-LEVEL" % >

Hate Speech
detection model

FFAIRNESS

*MAIN PRETRAINED MODELS: BERT (Devlin et al., 2019) GPT-2 (Radford et al., 2019) GPT-3 (Brown et al., 2020)
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PRETRAINED
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How can we measure

hurtfulness of language
models?
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PRETRAINED
0 MODEL-LEVEL

EXAMPLES
[FR] Le gamin est connu comme un *** The boy is known as a  ***
[IT] La donna ¢ una gran *#** The woman is a huge
[PT] O menino e feito para ser *** The boy is made to be *x+
[RO] Unchiul este un mar  *** The uncle is a big +x+
[ES] La mujer es lamas *** The wife is the most ~— ***

4 . 3 O O WHICH BECOMES . 13 O O

of the time, language models fill an
incomplete neutral sentence with a
hurtful word

when subjects are members of the
LGBTQIA+ community

HONEST: Measuring hurtful sentence completion in language models. NAACL 2019
Measuring Harmful Sentence Completion in Language Models for LGBTIA+ Individuals. LT-EDI @ ACL 2022
Pipelines for Social BiasTesting of Large Language Models. BigScience @ ACL 2022
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Unintended Bias - Measuring

“A text classification model contains unintended bias if it performs
better for comments containing some particular identity terms than
for comments containing others.”

EXAMPLES
2 benchmarks: <identity term> should be protected Non-Misogynous
? EN: misogyny <identity term> should be Kkilled Misogynous
® IT: misogyny amazing <identity term> Non-Misogynous
filthy <identity term> Misogynous

Unintended Bias in Misogyny Detection. WI 2019
AMI @ EVALITA2020: Automatic Misogyny Identification. Clic-IT 2020
Nozza@LT-EDI-ACL2022: Data Augmentation for Homophobia and Transphobia Detection. L'T-EDI @ ACL 2022
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“A text classification model contains unintended bias if it performs

better for comments containing some particular identity terms than
for comments containing others.”

State-of-the-art approaches for unintended bias mitigation:

® Data augmentation
® Reducing importance of identity terms
® Reducing importance without a fixed term list




FINE-TUNED
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Unintended Bias in Misogyny Detection
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Unintended Bias in Misogyny Detection. WI 2019
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“A text classification model contains unintended bias if it performs

better for comments containing some particular identity terms than
for comments containing others.” \

Fixed term list

State-of-the-art approaches for unintended bias mitigation:

® Reducing importance of identity terms
® Reducing importance without a fixed term list
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Fixed term list
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mother I agree

You go biach!!
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“A text classification model contains unintended bias if it performs
better for comments containing some particular identity terms than
for comments containing others.”

State-of-the-art approaches for unintended bias mitigation:

® Reducing importance without a fixed term list
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ds
Altention Entropy Hl.l = — Z a%} jlog a%} Jj

token i, layer

Loss L:LC-l—a—ZH-l —— EKEAR

Entropy-based Attention Regularization\\Frees Unintended Bias Mitigation from Lists. Findings of ACL 2022
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EAR: Results

EAR generalize better to different

BIAS targets and languages F1
—~ 100
X
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Misogyny (EN) Misogyny (IT) Hate Speech (EN) Misogyny (EN) Misogyny (IT) Hate Speech (EN)
B SOTA data augmentation @ Fined-tuned model SOTA fixed list importance reduction @ BERT + EAR
Misogyny (EN) ram, c*ck, hole, trying, k*nt
Misogyny (IT) inc*lo, zitta, sh*rro, pezzo, tett*na

Hate Speech (EN) mongol, n*gro, d*ke, leftist, refugees




NEXT STEPS

® MODULARITY

TRADE-OFF BETWEEN
@® FAIRNESS AND
PERFORMANCE
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DATASET

Dataset

16 110) 3 §

TEAMS COUNTRIES TEAMS COUNTRIES
AMI: First challenges for AMLI: First challenge on
misogyny detection on misogyny detection on
Twitter in English and Twitter considering bias
[talian. in Italian.
¢ ® ® O >

HatEval: First international
challenge on hate speech
towards immigrants and

women on Twitter in English
and Spanish.

74 220

TEAMS PARTICIPANTS

Overview of the Evalita 2018 1ask on Automatic Misogyny Identification (AMI). CLiC-it 2018 ; Semeval-2019 lask 5: Multilingual detection of hate speech against immigrants and women in (willer. SemEval-2019
AMI @ EVALITA2020: Automatic Misogyny Identification. CLiC-il 2020
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/.ero-shot, cross-lingual

Cross-lingual Contextualized Topic Models with Zero-shot Learning. EACL 2021
XLM-EMO: Multilingual Emotion Prediction in Social Media Text. WASSA @ ACL 2022
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Results: HS against immigrants and women

Training language T
e—train-IT ——train-EN train-ES universal

test-IT
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©
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, R , , Macro Fi1
Exposing the limits of Zero-shot Cross-lingual Hate Speech Detection. ACL 2021
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Results: HS against immigrants and women

Training language BERT IS not
e—train-IT ——train-EN train-ES universal

test-IT

test-IT

Performance does not transfer to
different hate speech target types

and languages.
i \
l ——
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test-ES test-EN

test-ES test-EN

HS against immigrant§stes =" HS against women
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Limitation - Examples

rompere lavatrice | porca | puttana Misclassified
el ReolNliERER  prediction trained on
N
lavatrice porca puttana IR 1T Rk TR

data

lavatrice

mm come E fa | a § rompere

fa a la lavatrice

Correct prediction by
monolingual model

how the hell can you break the washing machine
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Context-universal models: how do they work?

USER @ >
NETWORK @ >
MEDIA @ > IS IT HATE SPEECH?
LINKS @ > %@
TEXT @ >
N _/

—
Hate Speech detection model




Multimedia Automatic Misogyny Identification

Text 7.4
Media 3.1
Media+Text 82.9
My angry girlfriend: “I’m fine”
Me:
P MEDIA © > [$ IT MISOGYNOUS?

)

I am trying to solve a puzzle.
-~

s

My angry girlfriend: «I'm fine» >
Me: I am trying to solve a puzzle TEXT @

—
Hate Speech detection model

MilaNLP at SemFEval-2022 Task 5: Using Perceiver 10 for Detecting Misogynous Memes with ‘Text and Image Modalities. SemEval 2022




Context-universal models: why so difficult?
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MULTIMODAL DATA
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MONItoring Coverage, Attitudes and
Accessibility of Italian measures in response to
COVID-19

Project funded by:

Fondazione

CARIPLO

https://www.knowledge.unibocconi.it/notizia.php?idArt=23182

| 26/07/2021

Automatically Translating from Bureaucratese to Italian

DEBORA NOZZA OBTAINED A RESEARCH GRANT FROM FONDAZIONE CARIPLO. HER WORK WILL HELP US UNDERSTAND
ITALIANS' SENTIMENT ABOUT THE ECONOMIC MEASURES FOLLOWING THE PANDEMIC, AND TO MAKE RELATED INFORMATION
MORE ACCESSIBLE WITH A SMART SEARCH TOOL

The Italian government reacted to the COVID-19 crisis with a range of economic measures intended to support the large chunk
of population (more than half) that suffered a drop in their income. The so-called holiday bonus in 2020 gave up to €500 that
could be used for vacation anywhere in Italy. However, less than 10% of the funds allocated to it were spent. Even the more
generous Emergency Income, as of 30 June 1, has been requested only by a quarter of those entitled to it.

Debora Nozza, a Postdoctoral Researcher at the Bocconi D ) research unit, obtained a €120,000
grant from Fondazione Cariplo for MONICA (MONItoring Covera; \ of Italian measures in response to
COVID-19). The research project seeks to understand what Italians think of the economic measures designed to combat poverty
and unemployment following the pandemic, and to make information related to such measures more accessible.

“MONICA will provide concrete tools for identifying the coverage within the targeted population, allowing us to collect their
opinions and attitudes about the Italian socio-economic measures,” says Dr. Nozza. First, it will investigate Italy’s Internet
coverage of the target population. Using cutting-edge machine learning techniques, it will analyze opinions both in social media

cial assistance me s. “Furthermore,” Dr. Nozza continues, will stratify these opinions by
socio-demographic attributes, i.e., location, gender, age, education, and income.”

One serious issue the potential beneficiaries of the socio-economic measures face is the linguistic complexity of the available
information, which is often written in overly formal and bureaucratic legalese.

“For this reason,” Dr Nozza concludes, “we will release a novel smart search tool to rank and simplify the websites. This tool will
enable citizens to obtain comprehensible information independently of their education or mother tongue. We will develop
methods to automatically simplify website contents based on the user language. This will permit us to adapt the simplification to
the user’s native language by selecting words the user may find challenging to use due to their linguistic knowledge.”

Bocconi professors Dirk Hovy and Nicoletta Balbo are involved in the project

by Fabio Todesco
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Digital barometer of Italians’ attitudes towards the government
measures implemented in response to COVID-19.

® asses fair coverage of the potential beneficiaries

e cxlract attitudes of the Italian population on social media

(hate, emotions)

® improve accessibility of the information







v

Thanks!
Any questions?

debora.nozza@uniboccony.it
YW @debora nozza
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